Bias in R

Consider the F test for the significance of R,
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Now if the null hypothesis, Rho = 0, is true, then the F ratio should equal 1.  Setting Equation 1 equal to one, we can solve for the biased R that will occur by chance, RB, as follows.
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If, for example, N = 50, we can see that the bias in RB will depend upon the number of predictors as follows.

--------------------------------
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      1                .14286

      2                .20203

      3                .24744

      4                .28571

      5                .31944

     10                .45175

     20                .63888

     30                .78246

     40                .90351

     49               1.00000

------------------------------------

Remember, these are all correlations that will be found if the null hypothesis is true, i.e. the true correlation equals zero.  Notice, also, that when p = N-1, the multiple correlation, R, will equal 1.0 even though the true value of Rho equals 0.0.


Now this can all be related to Wherry's correction for shrinkage (which would be better called a correction for bias) when the null hypothesis is true by examining the error terms in both cases.  Remember error = 1-R2, and that R2 = 1-error = 1-(1-R2).  So for null hypothesis true, RC = 0, and error = 1.  For the biased correlation, RB, the error is
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In order to transform the biased error to equal the unbiased error (equal 1) we need to multiply by (N-1)/(N-1-p) to get
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Finally subtracting this corrected error from one we get
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the Wherry correction for shrinkage.
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