


ABSTRACT 

Relative Sea Level (RSL) change influences surface processes and stratigraphic 

architecture of deltaic systems and has been studied extensively for decades. However, 

we still lack a quantitative framework to define for a given delta what constitutes a small 

vs. large or short vs. long RSL cycle. We explore these questions with a suite of physical 

experiments that shared identical forcing conditions with the exception of sea level. We 

utilize two non-dimensional numbers that characterize the magnitude and period of RSL 

cycles.  Magnitude is defined with respect to the maximum autogenic channel depth, 

while the period is defined with respect to the time required to deposit one channel depth 

of sediment, on average, everywhere in the basin. The experiments include: 1) a control 

experiment lacking RSL cycles, used to define autogenic scales, 2) a low magnitude, long 

period (LMLP) stage, and 3) a high magnitude, short period (HMSP) stage. We observe 

clear differences in the response of deltas to the forcing in each experiment. The RSL 

cycles in the HMSP stage induce allogenic surface processes and stratigraphic products 

with scales that exceed the stochastic variability found in the control stage. These include 

the generation of rough shorelines and large temporal gaps in the stratigraphy. In 

contrast, the imprint of LMLP cycles on surface processes and stratigraphy is found in 

properties that define the mean state of a system. These include the mean shoreline 

location and extraction of sediment inboard of the mean shoreline. This work 

demonstrates the effectiveness of defining RSL cycle magnitude and period through 

autogenic scales and



provides insights for generation of forward stratigraphic models influenced by RSL 

change.
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Chapter 1: INTRODUCTION 

The influence of a receiving basin’s water surface elevation, either lake or ocean 

level and commonly referred to as base level, on deltaic systems and their stratigraphic 

records is one of the most studied questions in all of geology. Going back to the work of 

Gilbert (1890), a plethora of studies tackled this question using observations made from 

field (Anderson, 2004; Bhattacharya, 2011; Blum and Tornqvist, 2000; Vail et al., 1977; 

Van Wagoner et al., 1990), numerical experiments (Burgess and Prince, 2015; Flemings 

and Grotzinger, 1996; Granjeon, 1999; Karssenberg and Bridge, 2008), and laboratory 

experiments (Heller et al., 2001; Koss et al., 1994; Li et al., 2016; Martin et al., 2009; 

Van Heijst and Postma, 2001). This body of work has led to an entire branch of 

stratigraphy termed sequence stratigraphy (Vail et al., 1977; Van Wagoner et al., 1990). 

While much is now known about the influence of sea level on deltas, we still lack a 

quantitative framework to define how the magnitude and period of base level cycles 

influence deltaic dynamics and their stratigraphic products for systems of various scales. 

Here we take a first pass at defining a normalized magnitude and period of base level 

cycles, in relation to the spatial and temporal scales of a delta’s internal dynamics. Our 

goal is to link these normalized variables to characteristic morphodynamic and 

stratigraphic attributes in an effort to improve forward stratigraphic prediction and 

inversion of the stratigraphic record.
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Following the early work of researchers like Gilbert (1890), Barrell (1917), and 

Wheeler (1964), Exxon’s research lab during the 1970’s made fundamental advances in 

our understanding of the influence of base level on stratigraphic architecture (Vail et al., 

1977). Using two-dimensional seismic lines to characterize sedimentary packages along 

dip transects of continental margins, Vail et al. (1977) linked the timing of large scale 

changes in stratigraphic architecture to cycles of eustacy with magnitudes in excess of 

one hundred meters and periods in excess of one million years. Many recognize this work 

as the birth of sequence stratigraphy.  

 Building on the work of Vail et al. (1977), some researchers recognized similar 

stratigraphic patterns in continental margin stratigraphy, but at much finer scales. For 

example, using observations from outcrops exposed in the Book Cliffs of Utah, Van 

Wagoner et al. (1995) inferred changes in ocean elevation of the Great Interior Seaway 

with time scales of tens of thousands to hundreds of thousands of years and magnitudes 

of tens of meters. These interpretations were made from deposits of Cretaceous age, a 

time period known for greenhouse Earth conditions characterized by relatively small 

magnitude sea level fluctuations (Miller et al., 2005). More recent studies have sought to 

identify the stratigraphic signature of base level fluctuations with even shorter periods 

and of lower magnitudes. These include revaluation of outcrop deposits in the Book 

Cliffs (Famubode and Bhattacharya, 2016), and numerical models that examine 

millennial scale base level cycles with magnitudes of twenty meters or less (Csato et al., 

2014). 

 In their seminal work on clastic sequence architecture, Van Wagoner et al. (1990) 

define a hierarchy of scales for stacking patterns. Some of these scales, for example 
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lamina and beds, are discussed as products of a system’s internal dynamics. On the other 

end of the spectrum, some scales are purely associated with external forcings. In the 

middle of their hierarchy, though, are deposits referred to as parasequences, which form 

over hundreds to tens of thousands of years and have thicknesses between meters to 

hundreds of meters. Van Wagoner et al. (1990) state that these could be the product of 

both internal dynamics and external forcings. However, when discussing specific deposits 

of this scale, Van Wagoner et al. (1990) and authors that follow their general 

methodology and nomenclature (Catuneanu, 2002; Hunt and Tucker, 1992; Plint, 2009) 

often do not consider a system’s internal dynamics, but prefer arguments based on 

external drivers, such as base level. 

 While early work on deltaic stratigraphy focused on external forcings, the last ten 

years has seen an explosion in the number of studies that focus on the internal dynamics 

of deltaic systems and their stratigraphic products (Hickson et al., 2005; Karamitopoulos 

et al., 2014; Kim et al., 2006; Li et al., 2016; Van Dijk et al., 2009; Wang et al., 2011). 

This has largely been led by results coming from experimentalists working with deltas 

produced in laboratory settings. The reason behind this is simple: experimental deltas 

with horizontal scales of meters constructed over tens to hundreds of hours allow 

researchers to directly observe a system’s internal dynamics. Examples of these internal 

dynamics include bar migration, avulsions, and deltaic lobe switching. Physical 

experiments also allow researchers to explore the influence of boundary and forcing 

conditions, as these can be accurately controlled in laboratory settings. Observations from 

these experiments suggest that internal deltaic dynamics, often referred to as autogenics, 

can influence surface dynamics and stratigraphic records over much greater time scales 
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than previously thought: tens of thousands to hundreds of thousands of years (Kim and 

Paola, 2007; Kim et al., 2006; Wang et al., 2011). Motivated by these experimental 

observations, several recent studies used numerical experiments to isolate the influence of 

autogenic processes and support the influence of autogenics on stratigraphy out to time 

scales important to basin filling (Dalman et al., 2015; Liang et al., 2016). These physical 

and numerical experiments are starting to produce a reevaluation of field scale 

stratigraphic architecture that incorporates autogenics in their interpretations (Chamberlin 

and Hajek, 2015; Hajek et al., 2012; Hofmann et al., 2011). 

 Physical experiments have been used to study the influence of base level cycles 

on stratigraphic architecture for some time now (Heller et al., 2001; Koss et al., 1994; Li 

et al., 2016; Martin et al., 2009; Van Heijst and Postma, 2001; Wood et al., 1993). Here 

we highlight work by Heller et al (2001) which examined the influence of “short” and 

“long” base level cycles. In this study, performed in the eXperimental Earth-Scape (XES) 

basin, short and long were in reference to the equilibrium channel response time, Teq, of 

the system to an external forcing. Teq is defined by Paola et al. (1992) as the time 

associated with a basin evolving to the condition where subsidence and sedimentation are 

balanced, which scales as: 



2L
Teq            (1) 

where L is the characteristic length of a system and  is a transport (diffusion) coefficient. 

Heller et al (2001) found that when a base level cycle was long in comparison to Teq ,  

systems tend to generate laterally extensive unconformities without the formation of 

incised valleys, whereas the inverse is true for base level cycles that are short with respect 
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to Teq. While this study examined “short” and “long” base level cycles, they did not 

examine the influence of the magnitude of a base level cycle. 

 Recently, Li et al. (2016) examined the influence of both cycle magnitude and 

period on the storage of base level information in stratigraphy. In their study, Li et al. 

(2016) define storage thresholds associated with the space and time scales of a system’s 

autogenic processes. This allowed them to define cycle magnitude and period for systems 

of varying size through a comparison of the scale of the external forcing to the scale of 

the internal dynamics. The main thrust of the work of Li et al.  was an examination of 

deposition rate time series with the aim of defining storage thresholds for base level 

changes in stratigraphy.  

The goal of this thesis is to more fully characterize the surface processes and 

stratigraphic attributes associated with base level cycles that are stored either due to their 

large magnitude or long period. Specifically, we hypothesize 1) that base level cycles 

with large magnitudes but short periods will be characterized by allogenic surface 

processes and stratigraphic products with scales that exceed the stochastic variability 

found in unforced systems; and 2) base level cycles with long periods but small 

magnitudes will generate detectable changes in the mean characteristics of the 

stratigraphy, e.g. mean deposition rates, deposit grain sizes and/or mean location of 

paleo-shoreline indicators, from those in an unforced system.
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Chapter 2: THEORY 

Here we present theory to define the magnitude and period of Relative Sea Level 

(RSL) cycles through a comparison of the scales of deltaic autogenic processes. Here 

RSL change is defined as the sum of local absolute sea level rise and subsidence rates. 

Our definitions follow those proposed by Li et al. (2016) and are represented here for 

completeness and clarity. 

 Starting with the magnitude of RSL cycles: we compare the range of a RSL cycle, 

MRSL, (i.e. difference in elevation from cycle peak to trough) to the depth of the largest 

channels, Hc, that are observed in a system with constant boundary conditions: 

c

RSL

H

M
H *           (2). 

We use Hc because the largest autogenic elevation changes are associated with post 

avulsion channel incision. Next we compare the period of a RSL cycle, TRSL, to the 

maximum time scale of autogenics in deltaic systems. Wang et al. (2011) defined this as 

the compensation time scale, Tc, and showed that it scaled with the time necessary to 

deposit, on average, one channel depth of stratigraphy everywhere in a basin. In other 

words, Tc, represents the time necessary for a particle deposited at Earth’s surface to be 

buried to a depth that is no longer susceptible to remobilization from autogenic incision 

events (Straub and Esposito, 2013). This produces a non-dimensional time that scales as: 

c

RSL

T

T
T *           (3). 



7 
 

 
 

Combined, H
*
 and T

*
 provide a method with which to compare a normalized magnitude 

and period of RSL cycles to the morphodynamics of individual systems.
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Chapter 3: EXPERIMENTAL METHODS 

To study the influence of RSL cycles on surface processes and stratigraphic 

records we conduct a series of physical laboratory experiments. As outlined in a review 

by Paola et al. (2009), physical experiments produce spatial structure and kinematics that, 

although imperfect, compare well with natural systems despite differences of spatial 

scale, time scale, material properties, and number of active processes. As a result, these 

experiments provide morphodynamic and stratigraphic insight into the evolution of 

channelized settings under an array of external and internal influences. 

 Experiments were conducted in the Delta Basin at the Tulane University 

Sediment Dynamics and Stratigraphy Laboratory. This basin is 4.2 m long, 2.8 m wide, 

and 0.65 m deep (Fig. 1). Ocean level is controlled through a weir, which is in hydraulic 

communication with the basin. The weir is on a computer controlled vertical slide that 

allows for sub-millimeter scale ocean elevation control. The ocean elevation was 

monitored and logged once a minute with a transducer to ensure that its elevation 

matched target elevations. Water and sediment supply are also controlled through this 

computer interface and were kept at constant values of 1.7 x 10
-4

 m
3
/s and 3.9 x 10

-4
 kg/s, 

respectively for each experiment. 

We first performed a control experiment, TDB-12, with constant forcing 

conditions to define the autogenic time and space scales necessary to calculate H
*
 and T

*
. 

These forcings include a constant rate of sea level rise (or pseudo-subsidence) with a rate, 

r , equal to 0.25 mm/hr, that resulted in a near constant terrestrial accommodation 
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production rate that matched the volumetric input rate of sediment to the experiment. As 

a result, the mean location of the shoreline only varied due to autogenic processes during 

the course of the experiment. This experiment was run for 900 hrs and resulted in a 

deposit thickness of approximately 225 mm. The input sediment mixture was designed to 

mimic earlier experimental work (Hoyal and Sheets, 2009) and had particles’ diameter 

ranging from 1 to 1000 m with a mean of 67 m and was dominantly quartz that was 

white in color. One quarter of the coarsest 23.5% of the distribution was commercially 

dyed to aid visualization of stratigraphic architecture.  A small amount of commercially 

available polymer (New Drill Plus distributed by Baker Hughes Inc.) was added to the 

sediment mixture to enhance sediment cohesion.  In all experiments discussed, the input 

water to the basin was dyed with a food coloring to aid characterization of 

morphodynamics. From this experiment we were able to define Hc as 12.25 mm and Tc as 

49 hr. 

 Next we performed experiment TDB-15-1, designed to isolate the influence of 

cycle magnitude and period on deltaic morphodynamics and stratigraphy. TDB-15-1 had 

identical forcing conditions to those detailed for TDB-12, with the exception of RSL 

cycles that varied in magnitude and period. The shape of the RSL cycles were defined by 

a sine wave, which is a simplification of Milinkovic cycles whose shape depends on a 

number of climatic and paleo-geographic parameters (Miller et al., 2005). The first stage 

of TDB-15-1 had RSL cycles defined by H* = 0.5 and T* = 2, while the second stage had 

RSL cycles defined by H* = 2.0 and T* = 0.5 (Fig. 2). We will refer to the first stage as 

the Low Magnitude Long Period (LMLP) stage and the second stage as the High 

Magnitude Short Period (HMSP) stage. Li et al. (2016) showed that systems with values 
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of H* or T* much greater than one are associated with stratigraphic RSL signal storage. 

As such the first experimental stage will highlight storage due to RSL period and the 

second stage will highlight storage due to RSL magnitude. In each stage RSL cycled for 

490 run-hours, producing approximately 120 mm of stratigraphy per stage. 

Data was collected during the course of each experiment to define system 

morphodynamics and stratigraphy. Starting with system morphodynamics, a digital 

camera mounted directly above the basin collected photographs of the active delta top 

every 15 minutes. These images are used to analyze the evolving flow field of each 

experiment (Fig. 3). 

 Next, a FARO Focus3D-S 120 laser scanner was used to monitor the topography 

in each experiment. This instrument captures an elevation point cloud that can be 

converted into digital elevation models (DEMs) with horizontal grid spacing of 5 mm in 

the down and cross basin directions and with a vertical resolution of approximately 1 

mm. DEMs cover an arc defined by a radius of 1.3 m from the entrance to the basin. This 

was generally either delta top or upper delta foreset for the majority of the experiment. 

The laser scanner also houses a digital camera such that each point is tagged with an 

RGB color value. One scan was taken near the end of each run hour with the flow on, 

while a second scan was collected at the end of each run hour with the flow turned off. 

These color-coded digital elevation models can be used for both morphodynamic and 

stratigraphic analysis. The co-registered DEMs and digital images allow the flow field to 

be directly tied to topography, which aids morphodynamic analysis. For stratigraphic 

analysis, the topography can be used to construct synthetic stratigraphic volumes. This is 

done by stacking all topographic scans and clipping scans for erosion.  
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Finally, at the end of each experiment we sectioned the deltas along cross-

sectional transects at 0.76 m and 1.22 m from the basin infeed point. This was done by 

inserting a metal wedge into the deposit after the water level in the basin was raised to an 

elevation that flooded the entire deposit. The metal wedge was then filled with dry ice 

and methanol which resulted in a chemical reaction that lowered the temperature of the 

wedge to a value sufficient to freeze the pore water in the deposit and the surrounding 

deposit to the wedge. The wedge was then extracted from the basin providing a view of 

the preserved stratigraphy which was then photographed with digital cameras.
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Chapter 4: RESULTS 

 In this section we present results that characterize the influence of RSL cycle 

magnitude and period on deltaic morphodynamics and the resulting stratigraphy. We are 

particularly interested in comparing these morphodynamics and stratigraphic products to 

those produced in systems with constant forcings. As such, results from each analysis 

will include a comparison to our control experiment with constant forcings. We start by 

characterizing the surface dynamics in each experiment, as we have far more data to 

quantify these dynamics compared to the resulting three-dimensional stratigraphic 

architecture. We focus, however, on dynamics that are closely tied to depositional 

processes.  We then characterize the stratigraphy of each experiment utilizing stacked 

topographic scans clipped for erosion (synthetic stratigraphy) coupled to our limited 

number of physical stratigraphy images.

 

4.1 Morphodynamics 

 

4.1.1 Shoreline Response to RSL Cycles 

We start our characterization of RSL influence on morphodynamics by 

quantifying shoreline dynamics in each experimental stage. We are interested in how 

RSL cycles influence both the mean location and rate of movement of the shoreline in 

addition to the variability of these parameters. Our interest in shoreline dynamics stems 

from the importance of this boundary in separating terrestrial and marine processes, and 
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because channels are prone to deposition when reaching the shoreline. As such the 

shoreline strongly influences both surface processes and the stratigraphy.   

Using the DEMs and measured time series of sea level, we identify a line that 

defines the shoreline each run-hour. The distance from the basin entrance to the 

shoreline, si,j, was then calculated for all points that define this line, where i is an index 

that refers to each spatial measurement of distance to the shoreline and j is an index that 

refers to the run-hour (Fig. 4A). We use these measurements of si,j to calculate the mean 

distance to the shoreline for each run-hour (
js ) and the mean distance to the shoreline for 

an entire stage ( Sts ).This is done for the control experiment, as well as the LMLP and 

HMSP experimental stages. Starting with the control experiment, we observe differences 

in 
js  relative to Sts  with magnitudes up to 0.14 m (Fig. 5B). As expected, in both the 

LMLP and HMSP stages the position of 
js  is out of phase with RSL (i.e. high RSL 

corresponds to short 
js ). The amplitude of changes to 

js  in the stages with RSL cycles 

are larger than autogenic changes observed in the control experiment. Next, we 

characterize the mean response of 
js  to one full cycle of RSL by averaging the response 

of 
js  for each cycle in stages with RSL cycles (5 cycles in the LMLP stage and 20 cycles 

in the HMSP stage); (Fig. 6). To generate a similar plot for the control experiment, we 

average sequential segments of the control experiment that have duration equal to one Tc, 

starting from the beginning of the control stage. While both stages with RSL cycles show 

a response of 
js  that is near completely out of phase with RSL, the magnitude of this 

response was two times greater in the HMSP stage compared to the LMLP stage. 
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Motivated by an analysis of shoreline movement in the earlier discussed XES 

experiments (Kim et al., 2006), we are interested in defining the influence of RSL on the 

rate of shoreline movement and the variability in this rate. To do this we track the 

position of the shoreline each run-hour along nine transects that each originate at the 

basin entrance and are separated by an angle of /8 (Fig. 4B). We then calculate the rate 

of shoreline movement along each transect for sequential run hours. This allows us to 

calculate the mean rate of shoreline movement during a given run-hour (
js ) (Fig. 5C) 

and the standard deviation of this rate (
js ) (Fig. 5D). Similar to our analysis of 

js  we 

average all cycles for a given stage to see the mean response of 
js  and  (

js ) to RSL 

(Fig. 6C&D). We observe a clear response of 
js  and  (

js ) to RSL in the HMSP stage 

with 
js  being approximately ¼ out of phase with RSL and  (

js ) being in phase with 

RSL. Observations for the LMLP stage are less clear. A muted signal of 
js  is observed 

while  (
js ) shows no response above the autogenic perturbations.  

Our next morphodynamic analysis is focused on the roughness of the shoreline 

(RSL). We define RSL as:  

2

1

,1















 


N

i j

jji

SL
s

ss

N
R          (4)  

where N is the total number of measurements that define the shoreline at run-hour j (Fig. 

5E and Fig. 6E). In both the HMSP and LMLP stages we observe changes in RSL that are 

in phase with RSL. However, the response of RSL to RSL is much stronger in the HMSP 

experiment compared to the LMLP experiment.  
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We note that all metrics used to define the shoreline and its movement show 

stronger responses in the HMSP stage compared to the LMLP stage. In fact, some of the 

metrics (
js  and RSL) show barely detectable signals in the LMLP stage while no 

detectable signal is found for  (
js ). 

 

4.1.2 Wetted Terrestrial Delta Fraction 

 Next, we characterize the influence of RSL cycles on the fraction of the terrestrial 

deltaic surface covered by active flow. This is motivated by observations and theory that 

predict channel incision and flow confinement in valleys during periods of falling and 

low base level, while periods of rising and high base level are linked to channel 

backfilling and loss of confinement (Heller et al., 2001; Karssenberg and Bridge, 2008; 

Van Wagoner et al., 1990). This suggests that the fraction of the terrestrial surface 

covered by flow should decrease as flow is confined in deep incisional channels during 

base level fall, and that this fraction should rise as confinement is lost during base level 

rise as flow becomes laterally distributed. Observations of the active deltaic surface 

suggest that changes in flow confinement are linked to position within a RSL cycle (Fig. 

3). To measure this in our experiments we start by using the topographic maps and 

imposed time series of sea level to extract all terrestrial delta pixels (elevation > sea 

level). Each terrestrial delta cell is converted to an area equal to 2.5 x 10
-5

 m
2
, determined 

by the geometry of the imposed topographic grid. This allows the total terrestrial area, 

ATD, to be calculated for each run-hour. Next, we calculate the area of the terrestrial delta 

covered by flow, Awet. Using the Red (R), Green (G), and Blue (B) color bands recorded 
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in the digital images collected by the scanner, we calculate the color intensity, I, of the 

terrestrial cells as: 

RGB

RGB
I




          (5a) 

when the flow was dyed blue and as: 

RGB

BGR
I




                       (5b) 

when the flow was dyed red. A threshold intensity value is then set to separate wet from 

dry regions. This threshold was picked by identifying a value that on visual inspection 

appeared to accurately separate the two regions. Finally, the wetted fraction (fw) of the 

terrestrial delta is calculated as: 

TD

wet
w

A

A
f            (6). 

Similar to attributes defining the morphodynamics of the shoreline in response to RSL 

cycles, we calculate a mean response of fw to one full cycle of RSL by averaging the 

response of all cycles in a given experimental stage (Fig. 7). 

In the LMLP and HMSP stages a similar response of fw is observed, which is 

maximized during RSL highstand and minimized during RSL lowstand, consistent with 

existing theory (Catuneanu, 2002). However, the magnitude of the response and signal-

to-noise ratio is greater in the HMSP relative to LMLP stage.  A similar calculation for 

the mean fw over a period equivalent to Tc in the control experiment shows no significant 

structure. The response of fw for the stages with RSL cycles is in phase with RSL and we 

note that by analysis of Eq. 6 this response could occur by simply reducing ATD through 

transgression during RSL rise with a constant proximal to distal increase in confinement. 
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However, we essentially always observed a proximal to distal decrease in flow 

confinement associated with distributary channel networks. 

 

4.1.3 System Mobility 

 Existing theory suggests that the mobility of deltaic systems is minimized during 

periods of low RSL and maximized during periods of high RSL (Heller et al., 2001; 

Karssenberg and Bridge, 2008; Van Wagoner et al., 1990). Similar to fw, the tie between 

RSL and system mobility is linked to the lateral confinement of flow in incised valleys 

during falling RSL and valley filling and associated high avulsion rates during rising and 

high RSL.  As the generation of incised valleys and channel avulsion deposits are 

prominent stratigraphic features in deltaic stratigraphy, we are interested in characterizing 

the surface processes that generate them. Previous experimental studies characterized 

system mobility by quantifying the amount of time necessary for 95% of a delta-top to be 

visited by flow in overhead images of the transport system (Cazanacli et al., 2002; Kim et 

al., 2010; Straub and Esposito, 2013). Given the high temporal resolution of our 

topographic data we decide to take a different approach and measure a proxy of mobility 

by tracking the number of grid locations that experience significant geomorphic work 

over the course of a run-hour.  

We refer to elevation changes, either erosion or deposition, as modifying or 

regrading the transport surface and as such define modification as a change in elevation 

of at least 1 mm, the vertical resolution of our DEMs. We track surface modification 

along circular transects defined by specified radii from the basin entrance. As such, these 

transects are roughly oriented perpendicular to the mean flow direction (Fig. 8A). This is 
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done for transects ranging from 0.35 m to either 1.2 m (the control stage) or 1.3 m (stages 

with RSL cycles) from the basin entrance, each separated by 0.05 m. For each transect 

and each run-hour, we measure the fraction of grid cells along a transect that experience 

surface modification, fm. Similar to analysis presented above, the average fm response to 

RSL is determined by calculating fm for each run-hour and for each transect, and then 

averaging all measurements that share the same distance from the basin entrance and the 

same number of run-hours into a RSL cycle. This produces time-space maps of fm, where 

time is presented as the fraction of time into a full cycle of RSL and distance is relative to 

the basin entrance (Fig. 8B-D). On each time-space map we also plot a line that 

represents the mean shoreline location to aid interpretation of trends. 

From the time-space maps of surface modification we make the following 

observations: 1) The control stage shows the lowest fraction of surface modification of all 

of the stages and no consistent temporal trend over the course of a Tc cycle. 2) The LMLP 

stage shows a slightly higher fraction of surface modification, compared to the control 

experiment. This reworking shows only muted spatial and temporal trends, with 

modification minimized during periods of low RSL. 3) The HMSP stage shows clear 

spatial and temporal trends in modification compared to the other two stages. Locations 

on and just downstream of the mean shoreline show fm values far in excess of those 

observed in the two other stages. In addition, during periods of low RSL fm values 

upstream of the mean shoreline are extremely low, suggesting low system mobility. 

During rising RSL, locations upstream of the mean shoreline show fm values higher than 

those measured at most locations in the control and LMLP stages. 
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4.2 Stratigraphy 

 In the following section we characterize the influence of RSL cycle magnitude 

and period on resulting stratigraphic deposits. Similar to our morphodynamic 

characterization, we compare the temporal and spatial scales of stratigraphic products in 

stages that experienced RSL cycles to both the mean and stochastic attributes of the 

stratigraphy from our control experiment.  

 

4.2.1 Mass extraction 

 Our first stratigraphic analysis centers on the influence of RSL cycles for the 

storage of sediment in terrestrial and marine settings. The motivation is similar to the 

analysis of Li et al. (2016) who worked with this same set of experiments. In their study, 

Li et al. calculated the average deposition rate along strike oriented transects, for each 

hour of the three experimental stages. This was done at relatively proximal and distal 

locations on the experimental delta-tops. They found that when either RSL cycle 

magnitude or period exceeded the spatial or temporal scales of autogenic processes, the 

period of the RSL cycle was imbedded in the power spectral of the average deposition 

rates.  

Whereas Li et al.  focused on analysis of mean deposition rates along individual 

strike transects, our aim is to analyze the volumetric extraction of mass in settings that are 

dominantly terrestrial vs. dominantly marine. We start this analysis by generating a time 

series of the total volume of sediment stored inboard of the mean shoreline of both the 

control experiment and the experiment with RSL cycles ( s ). We define this volume as 

sinboardsV    ,
 (Fig. 9B). We focus on measuring the growth of the deposits inboard of this 
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mean shoreline because 1) we expect enhanced growth of this volume during periods of 

high RSL as channels meet a shoreline inboard of its mean position and 2) large water 

depths past the mean shoreline of any given stage resulted in frequent data outages and as 

such prevent us from characterizing this region. Coincidentally, the position of the mean 

shoreline in each stage occurred at a distance where approximately 48-51% of the mass 

input to the basin was extracted to deposition. As such, approximately half of the 

sediment was deposited in dominantly terrestrial settings and half in dominantly marine 

settings. While data outages prevent us from testing, our expectation is that the trend in 

volume growth past the mean shoreline is completely out of phase with the growth 

inboard of the mean shoreline.  

In each experimental stage a long term growth of 
sinboardsV    ,
is observed, resulting 

from the long term generation of accommodation in the basin. We subtract this long term 

trend, estimated with a least-squares linear regression of the growth of 
sinboardsV    ,
, to 

analyze the influence of RSL in perturbations of 
sinboardsV    ,
 (Fig. 9C). Finally, similar to 

our analysis of morphodynamic attributes, we average the response of the detrended 

sinboardsV    ,
 to each cycle to generate a mean response (Fig. 9D). In both the LMLP and 

HMSP stages we see a clear response of the detrended 
sinboardsV    ,
 to RSL, with a phase 

shift of one quarter cycle and a response that is of similar magnitude in both stages with 

RSL cycles. 

 

4.2.2 Stratigraphic architecture 

 While the volumetrics discussed above inform us about long term trends in mass 

extraction, we are also interested in the architecture of the stratigraphy resulting from 
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each experiment, including the geometry and grain size of stratigraphic sequences. We 

start our characterization of stratigraphic architecture with panels of physical stratigraphy 

imaged along proximal and distal strike transects (Fig. 10). In our control experiment we 

observe strata composed of coarse channel-fill deposits and fine-grained overbank 

deposits at the proximal transect. Prominent channel-levee deposits segregate the coarse 

channel body deposits from the fine overbank. The stratigraphy from the proximal 

transect of the experiment with RSL cycles also contains coarse channel-fill deposits and 

fine overbank zones, but lacks the well-developed levees found in the strata of the control 

experiment. While the stratigraphy of the LMLP and control stages share similar numbers 

of channel bodies, the strata of the HMSP stage contain slightly more channel bodies, 

with more frequent evidence of incision at their bases.  

 The stratigraphy of the distal strike transects are dominantly composed of coarse 

terminal channel lobe deposits and fine overbank and marine strata. The distal 

stratigraphy of the control experiment is markedly coarser than the strata of the stages 

with RSL cycles, with each coarse lobe deposit separated by thin fine grained strata that 

are relatively laterally continuous. In contrast the average size of lobe deposits is less in 

the LMLP stage relative to the control strata and further less in the strata of the HMSP 

stage. These differences in lobe sizes are associated with an increase in the volume of 

fine strata as the magnitude of RSL cycles increased from the control stage to the LMLP 

and finally to the HMSP stage.  

   We quantify the differences in coarse sand content in the strata of each stage at 

the proximal and distal transects by taking advantage of the commercially dyed coarse 

sediment and the dominantly white fine sediment. Similar to our analysis of the wetted 
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terrestrial delta-top fraction, we use the R, G, and B color bands of the physical 

stratigraphy images to calculate the color intensity of each pixel using Eq. 5 and utilize a 

threshold intensity value that through visual inspection appears to separate coarse from 

fine sediment. We then calculate the fraction of coarse colored sediment for the 

stratigraphy of each stage at each transect (Fig. 11). This allows us to make the following 

observations. For both the proximal and distal transects the stratigraphy of the HMSP 

stage is measurably finer than the strata of the LMLP and control stages. At the proximal 

transect the strata of the control and LMLP stages share similar sand fractions, while the 

control strata of the distal transect is markedly coarser than the LMLP stage strata. For 

each stage the strata is coarser at the distal compared to the proximal transect. 

While the physical stratigraphy gives valuable information on the segregation of 

particles based on grain size, unfortunately we were only able to collect two strike 

sections per stage. In addition, while the architecture of the physical stratigraphy is 

influenced by RSL, defining environments and timing of deposition relative to RSL 

cycles based solely on the physical stratigraphy would require imprecise interpretations.  

To overcome these problems, we assemble volumes of synthetic stratigraphy, generated 

by stacking DEMs with topography clipped to account for sediment removed during 

erosional events (Martin et al., 2009). Knowledge of the run-time and sea level associated 

with each DEM allows us to paint this synthetic stratigraphy with attributes like 

depositional environment (terrestrial vs. marine) and the location within a RSL cycle 

when sediment at a particular location was deposited.   

 Using the co-registered sea level and DEMs, we separate portions of the 

stratigraphy deposited in terrestrial vs. marine settings. When viewed in dip panels, we 
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note prominent parasequences in the stratigraphy of the control stage that resulted from 

autogenic transgressions and regressions of the shoreline in conjunction with active 

deposition (Fig. 12A). These parasequences have length scales of up to 0.75 m and 

thicknesses are up to 13 mm. The parasequences in the LMLP and HMSP experiments 

show differences with the control experiment. These include flooding surfaces that 

extend upstream of those found in the control experiment. In addition, the thickness of 

the parasequences in the LMLP stage (Fig. 12B) exceeded those of the control stage, 

while parasequence thickness in the HMSP stage (Fig. 12C) never reached the 

thicknesses seen in the control stage.   

 Next, we paint the synthetic stratigraphy by the position within a RSL cycle in 

which sediment was deposited (Fig. 13). This process is done to test if the RSL cycles 

induce spatial trends in the location of RSL signal storage and to visualize the 

characteristic length scales of deposits associated with a RSL cycle in each stage. Again 

we wish to compare the stages with RSL cycles to our control stage, but this introduces a 

problem as our control experiment lacked RSL cycles. To overcome this we paint the 

control stratigraphy with a similar color map as the stages with RSL cycles, but with 

color defined by the position within sequential blocks of time of duration equal to Tc, 

starting at the beginning of the control stage. Here we compare stratigraphy in both dip 

(Fig. 13A-C) and strike sections from relatively proximal (Fig. 13D, F, H) to relatively 

distal (Fig. 13E,G,I) locations.  

Starting with the stratigraphy viewed in dip, as expected there is no dominant 

upstream to downstream trend in the timing of deposition within a cycle of Tc in the 

control experiment. We also observe no dominant spatial trend in the timing of deposition 
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within a cycle of RSL in the LMLP stage. There is, however, a strong spatial trend in the 

HMSP stage dip stratigraphy. While stratigraphy from the basin entrance to 

approximately 0.7 m from the source shows no clear preference for position within a RSL 

cycle, from 0.7 to 1.2 m from the source deposition dominantly occurred during RSL 

highstands. Downstream of this zone deposition dominantly occurred during RSL 

lowstands.  

In strike transects we observe similar trends to those seen in dip, with strata in the 

proximal transects of the HMSP stage constructed mainly of highstand deposition and 

distal strata constructed mainly of lowstand deposition. In addition, we note that the 

lateral continuity of the time of deposition, for both the proximal and distal transects of 

the LMLP stage, exceeds those of the control and HMSP stages.  

 

4.2.3 Stratigraphic completeness 

 Our final analysis centers on the temporal completeness of the strata preserved in 

each experimental stage. Similar to previous studies (Sadler and Strauss, 1990; Straub 

and Esposito, 2013), we define stratigraphic completeness as the fraction of intervals, n, 

along vertical 1-D stratigraphic sections discretized at t, which leave a record in the form 

of preserved sediment over the length of a given section that has a total time, T: 

T

nt
C             (7). 

We are interested in the completeness of each stage as it helps define if stratigraphic 

sections have sufficient temporal coverage to extract the sequencing of paleo-surface 

processes and environmental forcings. We also focus on completeness of entire 

experimental stages as this provides adequate experimental run-time to sample the full 
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array of dynamics and products of each stage, rather than focusing for example on the 

completeness during one particular lowstand. As noted by Ager (1973) and quantified by 

Sadler and Strauss (1990) and Straub and Esposito (2013), stratigraphic completeness 

depends on the time interval at which a record is discretized, where completeness 

increases as t increases. Gaps in the stratigraphic record of systems with constant forcings 

occur due to periods of stasis on geomorphic surfaces and erosional events that occur due 

to stochastic autogenic channel dynamics. Processes resulting from allogenic forcings, 

like flooding of deltaic surfaces due to RSL rise, can also reduce stratigraphic 

completeness.  

 We quantify stratigraphic completeness by calculating the 1-D completeness of all 

grid nodes in a given stage and then averaging these values to get a representative value 

for the stage. We start by measuring completeness at the finest temporal resolution 

available to us in our experiments, that being with t set to 1 hr. We then analyze the effect 

of t on C. Using our synthetic stratigraphic volumes we proceed by systematically 

coarsening the temporal resolution of our synthetic stratigraphy from the initial 

measurement resolution to a final resolution equal to 0.5T, for each stage, by Δt steps of 1 

hr. Then for each value of t we apply Eq. 7 to calculate C. From the resulting plot of C as 

a function of t for each stage (Fig. 14) we make the following observations. 1) As t 

increases C increases for each stage until saturating at 100%. 2) Over short time scales 

the control stage has the highest completeness followed closely by the LMLP experiment, 

while the HMSP experiment consistently has the lowest completeness.
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Chapter 5: INTERPRETATION 

5.1 Flow confinement and system mobility 

 Measurements that define the average response of the terrestrial wetted fraction 

and surface modification to RSL cycles indicate influences on flow confinement and the 

mobility of transport systems. Starting with flow confinement: in both the LMLP and 

HMSP stages we observed a minimum in fw during lowstands, while fw was maximized 

during highstands (Fig. 7). We interpret the reduction of fw during lowstands as indicating 

an increase in flow confinement. The stronger response in the HMSP stage is likely 

associated with the funneling of flow into net incisional channels during periods with 

high rates of base level fall. The low magnitude and long period of the sea level cycles in 

the LMLP stage, coupled with the long term pseudo-subsidence, meant that base level 

never actually decreased in the LMLP stage (Fig. 2). Periods of falling base level in the 

HMSP stage increased flow confinement as river capture resulted in fewer, but deeper 

channels that were more capable of incision.  

It is worth noting that we did not observe wide-spread formation of incised 

valleys and resulting regional unconformities in our experiments. This is starkly different 

from previous experiments that used non-cohesive sediment mixtures and produced 

incised valleys that rapidly evolved through vertical incision and lateral erosion during 

periods of base level fall and rise (Heller et al., 2001; Martin et al., 2011). We note that 

some modern systems do possess strongly cohesive substrates (Stanley et al., 1996) 
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that would reduce incision and lateral erosion rates during base level fall. However, our 

experiments are likely more cohesive, relative to typical shear stresses on the 

experimental surfaces, than many field scale systems, while earlier experiments possibly 

sit at the other extreme end of the cohesion spectrum.   

The confinement of flow during lowstands and loss of confinement during 

highstands also influenced the mobility of the transport systems. Our measurements 

indicate that the LMLP stage was only slightly more likely to experience topographic 

modifications at any time, compared to the control stage (Fig. 8). We take this 

observation as indication that the control and LMLP stages shared similar rates of system 

mobility. Exploration of time lapse videos of these stages also supports that they shared 

similar styles of system mobility, which was dominated by channel avulsion and rapid 

mobility during channel reorganization phases. In contrast, the fraction of the transport 

surface modified each hour was higher in the HMSP stage and this modification was 

strongly coupled to the position of the shoreline. We interpret this as a signal of lobe 

deposition as channels terminated in the ocean. During periods of high sea level, 

locations upstream of the shoreline had high surface modification values which when 

coupled to observations from time-lapse photography are interpreted as the product of 

frequent avulsions induced by rapid sea level rise rates which induced in-channel 

deposition. The opposite is observed in the HMSP stage during periods of falling sea 

level, when locations inboard of the shoreline had low surface modification values 

interpreted as a result of channel incision.  

Finally, the interpreted increase in flow confinement and decrease in lateral 

mobility as the magnitude of RSL cycles increased is likely the reason why stratigraphic 
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completeness decreased as RSL magnitudes increased (Fig. 14). Flow confinement and 

reduction in lateral mobility would increase time-scales of stasis on geomorphic surfaces 

and aid incision during falling base level, both of which lead to time-gaps in stratigraphy.  

 

5.2 Stratigraphic architecture 

 Panels of the physical stratigraphy displayed in figure 10 show significant 

differences between experimental stages and between the proximal to distal transects. 

Here, we interpret causes for some of the differences we detailed in the results section. 

We start with the observation that the control stage displays the most well-developed 

levee deposits. This is interpreted as the consequence of the constant forcings in this 

stage, which provided no external perturbations to destabilize the transport system. In 

contrast, the cycles of RSL in the other stages aided the destabilization of channels, 

specifically during rising RSL when in-channel deposition was maximized, leading to 

channel superelevation and the set-up conditions necessary for channel avulsion. 

 While some differences are observed in the proximal stratigraphy of the three 

stages, more pronounced differences are observed in the distal strata from the three 

stages. The distal strata from the control experiment is mainly composed of coarse 

terminal channel lobe deposits separated by thin, fine-grained, and laterally extensive 

deposits interpreted as condensed sections resulting from autogenic transgressions. These 

condensed sections are the result of the pumping of fine grained sediment to the marine, 

which was transported in suspension within the terrestrial channels. This resulted in 

plumes of fine sediment downstream of the shoreline and aided the constructed of pro-

delta deposits, in addition to the condensed sections within the deltaic stratigraphy. The 
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fraction of the strata composed of coarse sediment decreased in the LMLP stage and 

further still in the HMSP stage (Fig. 10). We interpret this as the result of more frequent 

flooding due to the allogenically forced shoreline transgressions. Specifically, the high 

magnitude shoreline transgressions in the HMSP stage resulted in large volumes of fine 

sediment deposited in shallow water depths over the majority of the delta-top surface. 

Given the limited lateral mobility of channels during sea level fall, much of this fine-

grained strata was preserved during falling sea level resulting in relatively small and 

coarse lobe deposits encased in thick fine grained sections. The shoreline transgressions 

in the HMSP stage extended upstream of the proximal transect location, likely enhancing 

deposition of fines there as well, which we interpret as the reason why the proximal 

HMSP strata is finer than the strata of the two other stages.
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Chapter 6: DISCUSSION 

6.1 Signal storage in the HMSP vs. LMLP stages 

 Analyses detailed in the results and interpretation sections focused on testing our 

two main hypotheses, which we return to here. The first hypothesis stated that RSL 

cycles with large magnitudes but short periods would result in surface processes and 

stratigraphic products with scales that exceed the stochastic variability found in unforced 

systems. Support for this hypothesis can be found in many of our morphodynamic and 

stratigraphic results. Starting with shoreline dynamics, we highlight that the shoreline in 

the HMSP stage was characterized by high migration rate variability that produced 

rougher shorelines than observed in either the control or LMLP stages (Fig. 5 & 6). This 

allogenically induced variability and roughness was maximized during periods of rapid 

RSL rise as channels on the delta-top delivered sediment to the shoreline, which helped 

counter the shoreline transgressions that occurred at other inactive locations of the delta-

top. This observation is similar to findings in earlier experimental studies (Kim et al., 

2006). In contrast, any allogenic variability in shoreline migration rates and roughness in 

the LMLP stage did not rise above the stochastic autogenic signal.  

 Further morphodynamic support for our first hypothesis can be found in the time-

space maps of surface modification (Fig. 8). While the surface modification maps of the 

LMLP stage indicate only a slight increase in the fraction of modification per run-hour, 

compared to the control experiment, a clear and strong allogenic signal can be found in 

the HMSP maps. In the HMSP stage high fractions of surface modification were strongly
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tied to the position of the shoreline with values that far exceeded the stochastic autogenic 

values of the control stage. The signal was not restricted to the shoreline, though. During 

periods of low RSL, surface modification fractions inboard of the shoreline were 

noticeably less than found in the control stage, while periods of high RSL were 

associated with surface modification fractions inboard of the shoreline that were 

noticeably higher than the control stage. 

 The allogenic surface dynamics discussed above resulted in stratigraphic 

attributes that also support our first hypothesis. The frequent and widespread flooding 

induced by the high magnitude RSL cycles of the HMSP stage, that were in excess of the 

autogenic transgressions in the control stage, decreased the fraction of sand stored in its 

stratigraphy relative to the other stages (Fig. 10&11). Interestingly, in at least one sense 

the short period of the RSL cycles in the HMSP stage resulted in deposit scales that were 

less than those found in the control stage. Here we refer to the thicknesses of 

parasequences (Fig. 12). In the control stage, parasequences had thicknesses up to the 

scale of the largest channels and formed over time scales comparable to Tc. As RSL 

cycled with a period that was half Tc in the HMSP stage, their allogenic parasequences 

had less time to develop and as such were approximately half as thick as the autogenic 

parasequences in the control stage. While the allogenic parasequences of the HMSP stage 

were thinner than the control stage, flooding surfaces in the HMSP stage did extend 

farther inboard of the mean shoreline than those of the control stage.  

The last attribute of the stratigraphy that we wish to highlight in regard to our first 

hypothesis concerns stratigraphic completeness (Fig. 14). The allogenically induced 

increase in flow confinement and reduction in system mobility during falling RSL in the 
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HMSP stage increased periods of stasis on the geomorphic surface relative to the control 

stage. Enhanced incision during rapid falling of RSL in the HMSP stage also aided 

removal of sediment from the record. These two processes increased the number and 

duration of time gaps in the HMSP stage relative to either the control or LMLP stages. As 

such extraction of paleo-environmental records from HMSP influenced deltas will be 

fairly incomplete, relative to unforced or LMLP systems, at time scales short relative to 

Tc. However, all systems converge to 100% completeness at approximately Tc. When 

combined, we suggest that the data presented supports the notion that high magnitude 

RSL cycles result in allogenic surface processes and stratigraphic products that are 

generally higher in magnitude than the autogenic processes and products found in 

unforced systems. 

 We now turn our addition to our second major hypothesis, that RSL cycles with 

long periods but small magnitudes produce a response in attributes that define the mean 

state of a system. Here we highlight one morphodynamic and one stratigraphic attribute 

that we suggest support this hypothesis.  The morphodynamic result focuses on the 

location of the mean shoreline (Fig. 6). While the RSL cycles in the LMLP stage did not 

induce high variability in the migration rate of the shoreline or cause enhanced shoreline 

roughness, a clear signal can be found in the shoreline position over the course of an 

average RSL cycle. As expected, the position of the mean shoreline in relation to the 

basin entrance is perfectly out of phase with the elevation of sea level during an RSL 

cycle. 

 Movement of the shoreline during the course of a RSL cycle in the LMLP stage 

also resulted in a clear stratigraphic signature. Here we refer to the extraction of sediment 
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to the deltaic stratigraphy inboard of the mean shoreline. Results presented in figure 9 

indicate that transfer of mass to the deltaic stratigraphy inboard of the mean shoreline was 

enhanced during periods of high RSL. As a result, local maximum in volume stored 

inboard of the mean shoreline occurred at the falling inflection of RSL cycles as RSL 

proceeded below its mean value. A signal of this process in the LMLP stage is observed 

that is of equal or slightly higher magnitude as that observed in the HMSP stage (Fig. 

9D). This result, when viewed in conjunction with our other analyses suggests that small 

magnitude but long period RSL cycles, as defined by autogenic time and space scales, do 

little to change the time scales of stochastic deltaic surface processes.  However, their 

long period allows small differences in surface processes, for example the rate of 

sediment extraction, to compound and produce noticeable differences in the statistics of 

the final deposit. These results support our second hypothesis.  

 It is worth highlighting that the clear response of the mean shoreline (Fig. 5&6) 

and sediment extraction inboard of the mean shoreline (Fig. 9) observed in the LMLP 

stage is found after temporally averaging the influence of five RSL cycles. This 

averaging process results in response curves for the control experiment that lack 

structure, while aiding identification of the response in the LMLP experiment. However, 

it might be difficult to do this type of averaging for field systems unless stratigraphic age 

control is available that is linked to knowledge of the timing of RSL cycles. Prior to 

temporal averaging, identifying a signal in the raw time-series of sediment extraction 

inboard of the mean shoreline that differs in magnitude to the stochastic autogenic 

perturbations found in the control experiment is difficult. This result highlights the need 
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for better theory to define the scales of autogenic perturbations for field systems and 

further development of techniques to filter these perturbations from field datasets.   

 While the mass extraction signature of RSL cycles might require large amounts of 

chronostratigraphic data, our results on the scales of parasequences hint to possible facies 

signatures of both the LMLP and HMSP RSL cycles. The parasequences of the control 

experiment had maximum thicknesses that scaled with the depth of the largest autogenic 

channels and as previously noted by Straub et al. (2015) their maximum proximal to 

distal extent scaled with the system’s backwater length, LB. The backwater length 

approximates the distance upstream of the shoreline where channels start to feel the 

influence of their receiving basin and scales as: 

S

H
L C

B           (8) 

(Chow, 1959), where S is the slope of the transport system. In both the LMLP and HMSP 

stages the maximum proximal to distal extent of the parasequences exceed LB while 

parasequence thickness was much greater than HC in the LMLP stage and much less than 

HC in the HMSP stage. Estimation of channel depths through preserved channel bodies or 

complete bar forms (Mohrig et al., 2000; Paola and Borgman, 1991) and methods to 

estimate paleo-slopes (Lynds et al., 2014) provide means to estimate Hc and LB for paleo 

systems. As a result, one could compare parasequence lateral extends and thicknesses to 

the autogenic HC and LB scales as a means of RSL cycle signal identification. 

We close this section by noting that the manifestation of the RSL cycles in the 

HMSP stage is a change in the architecture of the resulting stratigraphy, including the 

scale of deposit packages. These architectural differences might be detectable with 

limited time control. However, with the exception of parasequence scales, the 
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manifestation of the RSL cycles in the LMLP experiment was found in more gradually 

varying parameters, like the extraction of mass from transport. These signals might 

require precise geochronological control to observe in field scale stratigraphy. 

 

6.2 Large and/or long RSL cycles in field scale systems 

 Given our discussion of the morphodynamic and stratigraphic attributes of RSL 

cycles, when normalized by autogenic temporal and spatial scale, an obvious question is 

where and when might we expect to find either LMLP or HMSP systems. To address 

this, we use a database of modern systems where information concerning Hc and Tc were 

compiled.  This database was first presented by Li et al. (2016) who visualized the 

information in a slightly different way than presented here. Tc was estimated for these 

systems using information compiled on the long term aggradation rates of systems and 

the relationship: 

r

H
T c

c            (9) 

(Wang et al., 2011). Hc and Tc are then compared to Milankovitch-scale RSL cycles in 

the middle Pleistocene to the present when eccentricity cycles (~100 k.y.) resulted in 

RSL changes of ~100 m and late Miocene conditions when obliquity cycles (~40 k.y.) 

resulted in RSL changes with ranges of 10–35 m. Similar to Li et al., we highlight that Hc 

values in our database are constructed from modern channel depths and we acknowledge 

that some change in channel depths have occurred since the late Miocene due to changing 

boundary conditions. However, these changes are unlikely to influence the general 

observations highlighted below. These comparisons are made quantitatively with Eqs. 2 

& 3 and shown in figure 15. With this compilation we make the following observations. 
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Given the high magnitude of middle Pleistocene to present eccentricity cycles, all 

systems in our database for this time are characterized by H
*
 values in excess of one. 

Between the middle Pleistocene to present many of these systems are also characterized 

by high T
*
 values. Thus, some but not all systems in our database can be characterized as 

HMSP during the middle Pleistocene to present.  

The decrease in amplitude of RSL cycles in the late Miocene reduces the H
*
 of 

systems in our database, but associated with this is a decrease in T
*
 as the late Miocene 

was dominated by shorter duration obliquity cycles. As a result, we again observe some 

HMSP and high magnitude long period systems during the late Miocene, but no systems 

that confidently fall within the LMLP quadrant. This leads to the question: do 

Milankovitch cycles ever lead to LMLP RSL deltaic systems? While not included in our 

database, several observations from literature suggest that this might be possible. 

Examination of Eqs. 2, 3, & 8 indicate that the following conditions are necessary to 

produce a LMLP RSL system. First, deep channels aid the ability to get low H
*
 values 

from small magnitude cycles. Second, basins with high subsidence rates help decrease Tc 

and thus help increase T
*
.  

Candidate systems which could fulfil the conditions outlined above include 1) the 

Frish Creek-Vallecito Basin filled by the paleo-Colorado River delta. Deltaic 

stratigraphy, imaged in outcrops from this basin and deposited 4-5 Ma, have dune cross 

bedding with scales up to 10 m (Dorsey, personal communication) which could indicate 

channel depths up to 30 m (Paola and Borgman, 1991).  In addition, basin subsidence 

rates were exceptionally high with sustained rates up to 2.2 mm/yr (Dorsey et al., 2011). 
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These values and characteristic eustatic cycles during this time (Miller et al., 2005) 

suggest H
*
 and T

*
 values of approximately 0.5 and 2, respectively. 

Additional LMLP candidate systems might exists in the Cretaceous stratigraphy 

of large river delta systems. The Cretaceous exemplifies greenhouse Earth conditions 

when limited or no continental scale glaciers existed, which reduced the magnitude of 

Milankovitch scale RSL cycles. Some studies suggest that RSL cycles were as long as 

100 or 300 kyrs during this period (Haq, 2014). As a result, systems of a Mississippi 

River Delta scale or larger during this time might be characterized as LMLP. Again, we 

note that our results would suggest that stratigraphic evidence from these systems, that 

would indicate their forcing by LMLP RSL cycles, might necessitate high precision 

geochronology data.
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Chapter 7: SUMMARY 

The work detailed above builds on a long history of investigation into the influence of 

RSL cycles on deltaic surface processes and stratigraphic products. Here, we specifically 

build on the work of Li et al. (2016) who presented an approach to normalize the 

magnitude and period of RSL cycles by deltaic autogenic time and space scales. The goal 

of this manuscript was to thoroughly document how surface processes and stratigraphic 

products vary in experimental deltas that experience either high magnitude but short 

period or low magnitude but long period RSL cycles. Exploration of surface processes 

focused on those with clear links to the preserved stratigraphic record. The main results 

are summarized as follows:  

1. Our analysis indicates that the response of deltas to HMSP RSL cycles can be 

found in morphodynamic processes with rates and scales that exceed the 

stochastic autogenic variability found in systems with constant forcings. These 

morphodynamics produce stratigraphic architecture with scales that are 

significantly different from autogenic stratigraphy and with lower stratigraphic 

completeness that results from the observed changes in surface dynamics. 

Specifically, we find that HMSP RSL cycles result in deltas with spatially 

variable shoreline migration rates that yield rough shorelines. These cycles induce 

significant reductions in system mobility during lowstands and enhance mobility 

during highstands. Their high magnitude aids retention of fines in delta-top 

stratigraphy and reduces the thickness of parasequences compared to autogenic 
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systems. Finally, their stratigraphy shows clear proximal to distal bands where 

timing of deposition is strongly dictated by position within the RSL cycle. 

2. The morphodynamic and stratigraphic response to the LMLP cycles was more 

subtle. Stochastic attributes of the surface processes, for example variability in 

shoreline migration rates, were only slightly different from the control experiment. 

However, the long period of these cycles allowed small differences to sum 

together to give clear signals in attributes like the mean shoreline location or the 

mass extraction inboard of the mean shoreline. We suggest that the recognition of 

these types of cycles in field scale stratigraphy might be challenging due to 

limited architectural differences relative to constantly forced systems, but high 

precision geochronology might aid signal extraction. 

3. Analysis of channel depths and long term sedimentation rates from 13 major river 

deltas suggest that Milankovitch eustatic sea level cycles during both the late 

Miocene and middle Pleistocene to present are frequently of high magnitude but 

short period compared to autogenic scales. While no RSL cycles during these 

times for the systems in our database could be characterized as low magnitude 

and long period some evidence from prior studies suggest that these types of 

cycles might have existed in the past.
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FIGURES 

 

Figure 1: Schematic of experimental setup and maps illustrating types of data collected 

over the course of each experimental stage. A) Schematic diagram of Tulane Delta Basin 

with key basin dimensions and controls labeled. B) Characteristic digital image of the 

HMSP stage with flow on and dyed for visualization. Image collected with laser scanner 

such that all pixels are referenced relative to the basin coordinate system. Locations of 

physical stratigraphic sections are shown by solid black lines. C) DEM of experimental 

surface collected with laser scanner. Solid white line denotes shoreline. Dashed red line 

shows the extent of DEMs where topography was reliably measured for each run-hour.
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Figure 2. A) Sea level change over the course of the three experimental stages. B) History 

of sea level in each experimental stage after long-term trend has been removed. 

  



42 
 

 
 

 

Figure 3: Overhead images of the three experimental stages. Images display system 

morphology at key points through a RSL cycle, or equivalent durations into a cycle of 

duration equal to Tc for the control stage. 
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Figure 4: Definition sketch of key variables and parameters used in the shoreline analysis. 

A) sketch detailing shoreline position, mean shoreline position for a given run-hour, and 

mean shoreline position for an entire experiment. B) sketch detailing location of transects 

used in calculation of shoreline migration rate and variability of this rate.  
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Figure 5: Data defining the measured response of shorelines to changes in RSL and the 

variability of this response. A) Time series of measured sea level detrended for long term 

sea level rise in each experimental stage. B) Time series of the mean distance from the 

basin entrance to the shoreline. C) Time series of the mean shoreline migration rate. 

Negative values indicate shoreline moving landward. D) Time series of the variability of 

the rate of shoreline migration. E) Time series of the shoreline roughness. Gray bars 

indicate periods when sea level was higher than average. 
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Figure 6: Data defining the mean response of shorelines to changes in an average cycle of 

RSL and the variability of this response. A) Average measured sea level detrended for 

long term sea level rise in each experimental stage. B) Average response of the mean 

distance from the basin entrance to the shoreline. C) Average response of the mean 

shoreline migration rate. Negative values indicate shoreline moving landward. D) 

Average response of the variability of the rate of shoreline migration. E) Average 

response of the shoreline roughness. 
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Figure 7: Data defining average response of the wetted fraction of the terrestrial delta-top 

to changes in RSL.  
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Figure 8: Data defining how the average fraction of a geomorphic surface modified by 

erosion or deposition over the course of a run-hour varies from proximal to distal basin 

locations and as a function of temporal position into a RSL cycle.  A) Schematic of delta 

basin illustrating location of 20 transects used in analysis of surface modification 

fraction. B-D) Time-space maps of surface modification fraction for the control, LMLP, 

and HMSP stages, respectively. Below each time-space map a plot of detrended 

measured sea level is provided for reference. Solid lines within each time-space map 

indicate the average location of the shoreline. Magenta highlighted transect in basin 

schematic, outlined time-space map cells, and highlighted detrended sea level at ¼ way 

into RSL cycle illustrate how cells in the time-space maps are linked to distance from 

basin inlet, time into a RSL cycle, and associated value of detrended sea level.   
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Figure 9: Data defining the measured response of deposit volume inboard of the average 

shoreline to changes in RSL. A) Time series of measured sea level detrended for long-

term sea level rise in each experimental stage. B) Time series of the growth of the deposit 

volume inboard of the mean shoreline for each hour. Solid black line represents long term 

trend. C) Time series of the detrended deposit volume inboard of the mean shoreline. 

Gray bars indicate periods when sea level was higher than average. D) Average measured 

detrended deposit volume inboard of the mean shoreline for an RSL cycle. 
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Figure 10: Images of preserved physical stratigraphy of the three experimental stages 

from proximal (A-C) and distal (D-F) strike oriented transects. Panels are oriented as if 

one were looking downstream and displayed with a vertical exaggeration of 2. Location 

of transects are shown in figure 1B.  
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Figure 11: Colored sand as a fraction of total stratigraphic section measured from images 

of physical stratigraphy presented in figure 10.  
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Figure 12: Panels of synthetic stratigraphy for a dip transect originating at the basin inlet. 

A-C) Preserved time-lines of the synthetic stratigraphy from the three experimental 

stages colored by environment of deposition. Red arrows show maximum lateral extent 

of parasequences in each stage. Location of transect shown in figure 13.  
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Figure 13: Panels of synthetic stratigraphy with deposits painted as a function of time of 

deposition within a cycle of RSL. Image at top-left details location of each transect while 

color bar details how synthetic stratigraphic color corresponds to time of deposition. 

Panels include a dip transect (A-C), and proximal (D, F, H) and distal (E, G, I) strike 

transects. 
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Figure 14: Stratigraphic completeness vs. time scale of discretization for the three 

experimental stages, measured from synthetic stratigraphy.  
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Figure 15: Predictions of magnitude and period of RSL cycles when normalized by 

autogenic length and time scales for 13 major river systems. Data originally published by 

Li et al. (2016). Predictions are for two time periods, the Middle Pleistocene to present 

(cyan) and the late Miocene (magenta) and are based on modern channel depths and long 

term (time window of measurement > 100 kyrs) sedimentation rates. 
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